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Example-Based Automatic Music-Driven
Conventional Dance Motion Synthesis

Rukun Fan, Songhua Xu, and Weidong Geng

Abstract—We introduce a novel method for synthesizing dance motions that follow the emotions and contents of a piece of input
music. Our method employs a learning-based approach to model the music to motion mapping relationship embodied in example
dance motions along with those motions’ accompanying background music. A key step in our method is to train a music to motion
matching quality rating function through learning the music to motion mapping relationship exhibited in synchronized music and dance
motion data, which were captured from professional human dance performance. To generate an optimal sequence of dance motion
segments to match with a piece of input music, we introduce a constraint-based dynamic programming procedure. This procedure
considers both music to motion matching quality and visual smoothness of a resultant dance motion sequence. We also introduce a
two-way evaluation strategy, coupled with a GPU-based implementation, through which we can execute the dynamic programming
process in parallel, resulting in significant speedup. To evaluate the effectiveness of our method, we quantitatively compare the dance
motions synthesized by our method with motion synthesis results by several peer methods, by using the motions captured from
professional human dancers’ performance as the gold standard. We also conducted several medium-scale user studies to explore how
perceptually our dance motion synthesis method can outperform existing methods in synthesizing dance motions to match with a piece
of input music. These user studies produced very positive results on our music-driven dance motion synthesis experiments for several

Asian dance genres, confirming the advantages of our method.

Index Terms—Dance motion and music mapping relationship, music-driven dance motion synthesis, learning-based dance motion

synthesis.

1 INTRODUCTION

ANCING ' to music is a highly appreciated artistic skill of

human beings. Many people enjoy moving their bodies
improvisationally while listening to music. In comparison,
professional choreographers dance with rhythms and
gestures to carefully match the rhythm and content of the
background music, aiming at delivering the same kind of
emotions as conveyed by the music. Because of this high
expectation on the synchronization between dance motions
and the accompanying music, motions in professional
dance performance are usually thoughtfully designed prior
to their live stage performance. The task of designing such
dance motions is often noted as dance notation or
choreography, which demands much expertise and talent.
In reality, to plan dance motion for a new piece of music,
choreographers rarely create the entire dance motion
sequence from scratches. Rather, they often tend to reuse
dance motion segments that have been carefully planned in
the past for similar music pieces. Through reusing these
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previously successful dance motion case examples, the task
of designing dance motions can be much more efficiently
accomplished. Witnessing such practices of choreographers
in reality, in this paper, we introduce an algorithmic
method capable of synthesizing dance motions for an input
piece of music through a learning-based approach. Fig. 1
shows some sample dance motions automatically generated
by our method for the same piece of input music but with
virtual characters dancing in different genres. It is noted
that our study on automatically synthesizing quality dance
motions to match with the background music has wide
applications in multimedia and digital entertainment—for
many low end to middle end computer animation and
video game applications, our system can automatically
generate dance motions according to the input music to
replace the conventional labor intensive and tedious
manual dance motion authoring process.

To automatically synthesize dance motions according to
the input music, we need to resolve several computational
challenges. First, we need to identify a compact set of salient
motion and music features which can reliably reveal motion
and music characteristics. Successful extraction of these
features can facilitate accurate content analysis of the music
and dance motion data. Given these discriminative features,
our second challenge is to build a realistic computational
model to capture the inherent music to motion mapping
relationship exhibited in professional dance performance.
Lastly, once the music to motion mapping relationship is
captured, we need to apply the modeled relationship to
optimally synthesize a dance motion sequence that best
matches the input music. Unlike most of the previous work,
such as [20], [1], [34], which used much manual work to first
select reliable motion and music features, and then to build
the music to motion mapping relationship model based on
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Fig. 1. Virtual characters dancing in different genres to follow the same
piece of input music. From left to right, we show snapshots of dance
motions synthesized by our method for the same moment in the music
piece for characters dancing in the Chinese, Tibetan, Uighur, and
Mongolian dance genres, respectively.

the manually identified features, in this paper, we adopt a
machine learning-based approach to systematically select the
most reliable and characteristic motion and music features to
model the interrelationships between dance motions and
their accompanying music. We also follow a learning-based
approach to automatically establish the most accurate music
to motion mapping model for each dance genre. Benefited
from the learning nature of our method, we can automate
both the feature selection process and the music to motion
mapping relationship establishment process without invol-
ving any empirical knowledge-based manual work. How-
ever, developing a system implementation that includes a
most comprehensive set of motion and music features to
attain the highest end system performance is simply not our
main purpose in this work since the prototype system we
implemented is only for proof-of-concept.

Overall, our music-driven dance motion synthesis method
consists of a training phase and a generation phase, whose
architecture is overviewed in Fig. 2. In the training phase,
sample dance motions with their synchronized background
music are first captured from professional human dance
performance. These sample dance data are then segmented
into smaller pairs of synchronized motion and music
segments (short for “motion-music pair”). The resultant
motion-music pairs are used to estimate the music to motion
matching quality through a boosted learning-based proce-
dure. Since all the candidate music to motion correlation
coefficients constitute a very high dimensional space, we first
extract an optimal subset of these correlation coefficients for
efficient and effective music to motion matching quality
estimation. Given this reduced set of music and motion
correlation coefficients, we optimally train a rating function
which can evaluate how well a candidate motion segment
matches with a given input music segment. In this training
stage, we also construct a motion graph to efficiently find
smoothly transiting motion segments. In the generation
phase, our system first segments an input music piece into
smaller music segments according to the rhythm of the music.
We then adopt a two-way dynamic programming procedure
to identify an optimal sequence of motion segments from the
candidate motion collection, which could best match with the
input music piece. The advantage of this two-way dynamic
programming procedure is that it is suited for parallel
execution. This feature especially benefits dance motion
synthesis for a piece of long music. During the dynamic
programming process, our motion synthesis algorithm
considers both the quality of matching of a motion-music
pair, which is evaluated by the music to motion matching
quality rating function we trained, and the transition
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smoothness in the motion synthesis result between every
pair of adjacent motion segments, which is ensured by the
motion graph. Lastly, we apply motion concatenation,
warping, and blending to further refine the visual quality of
the synthesized dance motion.

The remainder of this paper is organized as follows:
Section 2 surveys some most related work to our study here.
Section 3 describes our automatic salient music and motion
feature extraction process. Section 4 explains how we capture
the music to motion mapping relationship via a learning-
based approach. Section 5 introduces how we generate an
optimal dance motion sequence according to the input music
via a dynamic programming procedure. Section 6 shows
some selected experimental results. Finally, we conclude the
paper in Section 7.

2 RELATED WORK

There exists abundant work relating to our music-driven
dance motion synthesis studies in this paper. Bregler et al. [3]
introduced an automatic method for editing facial motions
in videos. Their work implements an acoustic feature-driven
mouth motion editing function. Cardle et al. [7] presented a
framework for synchronizing music to motion by locally
modifying motions using perceptual music clues. Lee and
Lee [20] used a dynamic programming approach to
synchronize animation with its background music by scaling
both the music and the motion parts. Shiratori et al. [34]
synthesized dance motions according to the rhythm and
intensity of the input music. Kim et al. [5] designed a
matching process by considering the correspondence of the
relative changes in both the music and the motion feature
spaces as well as the correlations between musical and
motion features. Fan et al. [43] suggested a rhythm-based
motion-music matching model for synthesizing dance
animation. In all above works, the music to motion
relationship is manually specified. Chen and Li [8] designed
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a procedural animation system by changing the tempo,
exaggeration, and speed of Chinese lion dance. Neff et al.
[26] presented a system for animating humanoid characters
using correlation maps. Their system allows animation
authoring through conventional 2D mouse and keyboard.
Hsu et al. [13] introduced a method for controlling human
motion through an example-based approach, where the
mapping between human motion control command and the
target motion is defined following an example-based
approach. Ren et al. [4] applied an Adaboost-based
algorithm to learn a mapping relationship between silhou-
ettes captured from three video cameras to 3D human
motions. Given the mapping relationship, they successfully
transformed 2D silhouette signals into 3D human motions.

One of the key problems in motion synthesis is to identify
a sequence of smoothly transiting motion segments from the
candidate motion collection to generate visually continuous
motion synthesis result. For this purpose, motion graph has
been proposed as an efficient solution [17], [21], [2]. Kim et al.
[16] modified the traditional motion graph design by
additionally considering the kinematic continuity and
behavioral continuity between motion segments during the
graph construction process. Zhao and Safonova [40] pro-
posed a well-connected motion graph to facilitate the
generation of well-connected motions with smooth transi-
tions. Li et al. [22] introduced a novel technique called
motion texture for synthesizing complex human-figure
motions which are statistically similar to the originally
captured motion data. Brand and Hertzmann [6], Grochow et
al. [11], and Hsu et al. [14] all studied the motion style
transfer problem which involves intensive motion feature
analysis and synthesis, both closely related to our study here.

Another major problem in our dance motion synthesis
study in this paper is to extract most characteristic music
and dance motion features for establishing a quality music
and dance motion mapping model. A general approach to
identifying a sequence of motion segments to match with
the input music is to first extract the motion and music
features, respectively, and then for each music segment,
select the best matching motion segment according to the
music to motion mapping model. For the first problem of
salient motion and music feature identification, most
existing work manually choose the salient motion and
music features according to empirical knowledge, e.g., [20],
[1]. For the second problem of motion and music mapping
relationship modeling, it is also usually handled manually.
For example, the work by Shiratori et al. [34] constructs the
relationship using the assumption that the rhythm and
intensity of dance motions shall be synchronized to that of
music. Unlike these manual efforts for motion and music
feature identification and mapping relationship modeling,
one of the most similar work to our study here is the
learning-based dance motion generation system proposed
by Oore and Akiyama [28]. They introduced a neural
network-based learning approach to capture the relation-
ship between motion and music features according to
training examples. However, different from our method,
the motion and music features in their method are all
manually chosen; and their method can only generate dance
motions for arms. Another piece of closely related work to
our study here is the learning-based dance motion genera-
tion system proposed by Ofli et al. [42]. Following a HMM-
based approach, they proposed a mapping from music
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Fig. 3. Partitioning synchronized motion and music data into synchro-
nized motion-music pairs. The motion and music division positions
happen at the music beat points. Each motion-music pair is further
divided into six overlapping windows.

measures to dance figures to represent the correlations
between dance motions and music. Different from our
method, their method requires manual labeling over a
collection of dance figures in advance, which overall
follows a supervised learning approach. In contrast, our
method is fully automatic, capable of learning music-
motion relationships without any human intervention. Such
a feature of our algorithm makes our approach well suited
for fully automatically handling new dance genres, as long
as there are some decent amount of training data available.
As a result, our algorithm is easy to set up and well suited
for scaling up.

3 EXTRACTING Music AND MOTION FEATURES

3.1 Rhythm-Based Music and Motion Segmentation

The primitive elements used in our dance motion synthesis
are music and motion segments, which typically last between
half to one second. Carrying out our synthesis on this
granularity rather than working with the entire motion
sequence for a whole piece of music can significantly
improve the number of reusable motion elements. Inspired
by the studies by Kim et al. [16], which showed that most
dance motions exhibit some kind of rhythmic patterns, we
use rhythm as a common feature between music and dance
motions to produce synchronized motion-music pairs. The
resultant motion-music pairs constitute the training set for
our learning-based music-driven dance motion synthesis
pipeline. To comprehensively capture the mapping relation-
ship between motion and music for a dance genre, we need to
extract a set of revealing music and motion features. In this
paper, we define these features on the music and motion
segment level.

In our current system implementation, we employed the
music beat tracking method proposed in [9] to segment a
sequence of synchronized motion and music data into a
collection of motion-music pairs. We choose this method due
to its computation efficiency in locating beat positions as well
as its decent performance. Applying their method, motion
and music signals are segmented at the music beat positions
(see Fig. 3). Since the motion and music data are synchro-
nized, we hence assume it suffices to detect the beat positions
of music alone in the segmentation process. To capture the
dynamic evolution of the motion and music, we further
divide each motion-music pair uniformly into six windows.
Each window lasts 2/7 of the length of a motion-music pair.
Considering that the primitive elements typically last
between half to one second, we choose six windows to obtain
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enough details of music data without incurring too high
computational overhead. Fifty percent overlapping between
every pair of adjacent windows within the six windows is
proposed in prior work in audio analysis [45] (see Fig. 3).

It should be noted that it is also easy to reconfigure our
system to adopt a larger time step as our analysis primitive
because our algorithm accepts any granularity. However,
using a larger time step for analysis may miss some fine
details of motion and/or music, hence running the risk of
losing potential informative and insightful clues that reveal
the intricate internal relationships between dance motions
and music. For different dancing genres, the optimal choice
of analysis granularity is certainly likely to vary. We assume
segmentation by music beat is a reasonable choice as
rhythm provides the natural link between motion and
music, which has been widely advocated by many previous
methods, e.g., [1], [16], [34]. Among the five typical Asian
dance genres we experimented with in this paper, a beat
usually contains 3 ~ 4 salient movement poses, within
which period a dancer can typically finish a basic sequence
of dance actions, such as turning around (see our demo
video, which can be found on the Computer Society Digital
Library at http://doi.ieeecomputersociety.org/10.1109/
TVCG.2011.73). Here, we define salient movement pose
frames as those frames where the dancer moves his or her
body more intensely than in other frames.

3.2 Extracting Music Features

Prior studies have suggested a large number of candidate
features for characterizing both motion and music data.
However, exhaustively including all these features will
incur too high computational overhead to our prototype
system. Hence, we selected a subset of most salient motion
and music features according to recommendations by prior
work in the area, e.g., [30], [19], [16], [28]. In this paper, we
adopt the following eight basic music features widely used
in audio analysis: amplitude envelope, spectrum, cepstrum,
spectrum histogram, periodicity histogram, fluctuation
pattern, root-mean-square energy, and low-energy-rate.
The definition and application of these features are jointly
provided by [30] and [19]. For each of the first six types of
basic music features in the above, we further extract the
following six statistical features: zero-crossing rate [46],
centroid [47], spread [48], kurtosis [48], flatness [49], and
entropy [50] according to audio features over all frames in a
window. For the latter two types of music features, each
gives a scalar feature value for a music segment. These
statistical features are frequently used in the audio analysis
literature [30]. Overall, this results in a music feature vector
with a total dimensionality of 6 x 6+ 2 =38, which is
defined over a window’s period. We normalize each of
these features to the range of 0 and 1 by dividing by the
maximum value of the corresponding feature for all the
music pieces used in our experiments. We represent
the music feature vector for music segment A; as F{, and
the music feature vector for the kth window in the music
segment A; as Fy,.

3.3 Extracting Motion Features

In prior studies, Oore and Akiyama [28] used the distances
of hands from the centroid of human body to characterize

arm motions. Kim et al. [16] used the angular velocity of the
joints for motion rhythm analysis. In theory, we can use
either angular velocities or translational velocities; in
practice, we chose to use joint velocities since they facilitate
more convenient posture control for motion synthesis [16].
Inspired by both work [28], [16], we extend their motion
feature definitions to cover a set of key joints in our human
motion model. Our extended motion features cover the
following four groups of joint positions: right and left
shoulders, right and left elbows, right and left hips, right
and left knees. The importance of these joint positions in
characterizing human body motions has been intensively
studied in [21] and [37], respectively. In addition, we also
include the following three joint positions: left and right
ankles, and a joint representing the hips, due to their
popular inclusion in human body models. For each such
joint, at every motion frame, we extract the distance from
the joint to the body centroid as well as the angular velocity
of the joint as two types of motion features for the joint. For
the latter feature of angular joint velocity, we use the norm
of the joint velocity as the feature value. Thus, each frame of
our dance motion is associated with 11 x 2 =22 motion
feature values. Based on these individual frames’ motion
feature values, we can further extract each feature’s mean,
median, variance, and also the mean, median, and variance
of the feature’s first order forward finite difference. There-
fore, for either one of the two motion features, we obtain six
statistic values. Since there are 11 selected joints, each joint
is associated with two features, and each feature produces
six statistic values, this leads to a total of 11 x 2 x 6 = 132
feature values for dance motions in a window. For each of
these 132 motion features, we also normalize the feature
value to the range of 0 and 1. We organize these motion
features for the motion segment M; as F* and also organize
motion features for the kth window of the motion segment
M; as the motion feature vector F7).

Our motion feature extraction method can derive most of
the motion features used in previous methods. For instance,
Kim et al. [16] extracted the moments of rapid direction
changes in a dance motion as the key features for
characterizing postures of articulated figures. Their features
are essentially the variance of the angular velocity of a joint,
which has been covered in our extracted features. Lee et al.
[20] calculated the acceleration of the foot joints as their
motion features. Such features can also be derived by
applying first order forward finite difference on the foot
angular velocity, which have also been included in our
motion feature set. Shiratori et al. [34] derived their motion
features using Laban’s weight effort component [18]. Their
features can be approximately derived through linearly
summing up the angular velocities of all the key joints, as
currently handled in our method.

4 CAPTURING Music To MoTION MAPPING
RELATIONSHIP

Once a collection of training examples in terms of synchro-
nized motion-music pairs have been prepared, we can
capture the motion to music mapping relationship reflected
by these examples through a learning-based approach.
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Mathematically, we attempt to train a rating function
S(M;, A;) which can evaluate the matching quality for an
arbitrary pair of synchronized motion-music pair (M;, A ) in
terms of their matching error. Here M, denotes the ith
motion segment, A ; denotes the jth music segment. Function
S(,) is a real value function with range [0,1]. The smaller
S(M;, A)) is, the better the motion segment M, is considered
in its matching with the music segment A ;. Below we will
look at how to optimally train such a rating function for a
specific dance genre according to the learning examples.

4.1 Extracting Music to Motion Correlation

Coefficients from Training Examples

In our method, each synchronized motion-music pair defines
a learning example, which is represented as (M;, A;) =
{Fi, . B FY .. Figl, forming a matrix. This matrix
notation means that the overall feature set of a motion
segment, F", is composed of feature sets of six correspond-
ing motion windows in the segment. We use the same
notation for F. Recall that there are always six windows ina
motion/music segment. To better capture the correlation
between the synchronized motion and music segment pair,
we derive the linear correlation coefficients between motion
and music features since it is an effective and widely used
method for revealing correlation between two variables. Let
F".(p) be the pth feature value in the kth window of the ith
motion segment M;, and Ff 1(¢) be the gth feature value in the
kth window of the jth music segment A ;. Also let X denote
the random variable whose observations are the motion
feature values F (p), ..., F}(p), and Y denote the random
variable whose observations are the music feature values
F},(q),...,Fj4(q). Given a training example (M;, A;), and
for each individual motion feature p over M; and music
feature ¢ over A, we can derive the correlation coefficient
between them as: C(p, q) = W, where ux, py, 6x,
and 6y are the mathematical expectations and standard
deviations of X and Y, respectively; E() computes the
mathematical expectation.

As explained in Section 3, for each synchronized motion-
music pair, we extract 38 music features and 132 motion
features. Deriving the correlation between every pair of
these features would produce an overall of 38 x 132 = 5,016
correlation coefficients, which can be represented as a
correlation matrix.

4.2 Optimally Selecting Music-Motion Correlation
Coefficients

Each of the above 5,016 correlation coefficients may suggest a
clue on music to motion mapping relationship. However,
taking into account all of them will incur a forbiddingly
expensive computing cost (see Fig. 4). In addition, some of the
correlation coefficients may not help reliably indicate the
motion to music mapping relationship or could even
introduce additional noise to the music to motion relationship
capturing process. Therefore, we employ an optimal feature
selection procedure to identify a representative subset of
coefficients to reduce the overhead and also to avoid the
possible unreliability caused by unrelated coefficients when
establishing our music to motion mapping relationship.

In our method, we adopted the feature selection method
proposed by Peng et al. [32] which uses the minimal-
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Fig. 4. Relationship between learner accuracy, training time, and
number of selected correlation coefficients for a Korean dance motion
synthesis task. The total length of the Korean motion-music pairs used
in training is 73.4 seconds. The black point corresponds to the optimally
selected number of correlation coefficients. Here the learner accuracy is
measured according to (9).

redundancy-maximal-relevance criterion to select a compact
set of most essential features. Since their original method is
designed for features with discrete values, to apply their
method, we additionally introduced an entropy measure-
based discretization procedure [25] to convert the continuous
valued music to motion correlation coefficients into discrete
values before applying Peng et al.’s feature selection method.

Fig. 4 illustrates the influence of the number of
correlation coefficients selected through the above process
on the learner accuracy and the total training time required.
This figure shows that selecting a small portion of those
most salient correlation coefficients is sufficient to obtain a
satisfying learning accuracy, which also saves tremendous
amount of training time. In our system, we choose the
number of the correlation coefficients according to the
leaner accuracy for each dance genre. The termination
condition is that when we admit seven additional correla-
tion coefficients into the selected feature set, the relative
learner accuracy should increase by at least 3 percent. We
start from an empty feature set and keep including new
features into the set until the above condition cannot be met.
Here the learner accuracy is defined as the accuracy of the
boosted version of the best performing learning method,
which will be explained in Section 4.5.

4.3 Preparing Training Examples

To collect positive training examples, all the sample dance
motion-music pairs captured from professional human
dancers’ performance would naturally qualify. To collect
negative training examples, among all the captured motion
segments, we randomly select one segment and pair it with
a randomly selected music segment. Note that in this
random motion and music segments pairing process, both
the motion and music segments shall be of the same genre.
That is, no Korean dance motion segment shall be paired
with a Chinese music segment. We impose this constraint
because the motion and music relationship model we
intend to construct is dance genre specific. For each
motion-music pair prepared this way, we then assign the
music to motion matching error score as the label of the
training example pair. The value range of the label is
between 0 and 1. The smaller the label value is, the better
matched the music and motion segments are. For the
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motion and music pairs resulting from original professional
dancer’s performance, the label value is always set to 0.

Requesting human annotators to come up with a
consistent manual labeling over the matching quality of
all the training motion-music pairs is nontrivial and
difficult. Thus we introduce the following motion similar-
ity-based approach to derive the music to motion matching
errors for labeling training examples. The assumption we
adopted here is that dancers are prone to perform similar
dance motions while listening to similar music. This
assumption can be intuitively validated by observation in
real-world dance learning scenarios: the coach often
corrects postures of student dancers to make their dance
postures closely follow or resemble the instructor’s “stan-
dard” dance postures. The more similarly a student dancer
can imitate the instructor’s dance movements and postures,
the faster and better a learner the student is considered as.
This assumption is also quantitatively validated through a
formal user study, to be reported in Section 6.3.2.

Mathematically, given a pair of music to motion
matching pair (A;,M;), captured from the dance perfor-
mance by a professional human dancer, we always assume
its music to motion matching error is 0. For a new dance
motion M, we will measure its distance to M;. The larger
the distance between M; and M, is, the less well matched
we assume the pair of A; and M; is. Now the problem of
estimating the matching quality between a pair of music
and motion segments is reduced to evaluating the distance
between two motion segments. For this purpose, we
introduce the function Dist,,(M;, M;) [15] to measure the
pairwise motion distance between two motion segments M;
and M;, whose definition will be introduced shortly in
Section 4.4. Given Dist,,(M;, M;), we can estimate the
music to motion matching error score as follows:

L(A;,M;) £ 1 — exp(—Dist,,(M;, M;)). (1)

4.4 Measuring Pairwise Motion Distance

Measuring the distance between two motion segments is
the key for judging the quality of a dance motion synthesis
algorithm. As mentioned earlier, in our system, we also use
this motion distance measurement to derive labels for the
training data set. To calculate the distance between two
motion segments, we first calculate the distance between
two motion frames. The latter is done using the method
proposed in [21], which takes into account both the
positions and velocities of the key joints in a human body.
The weights associated with each joint are optimally tuned
using the method proposed in [37]. Once the frame level
posture distance is defined, we can use the method
described in [15] to compute the distance between two
motion segments based on the difference in body postures
of all the individual frames. This method uses dynamic time
warping during its motion distance measurement, which
has the advantage of supporting motion distance compar-
ison between motion segments of different lengths. Adopt-
ing their motion distance measurement method, for any
pair of motion segments M;, M;, we can compute their
distance as Dist,,(M;, M;).

For some dance genres, a dancer might make a left-
right symmetric counterpart movement during her dance

TABLE 1
Seven Base Learners Used to Capture the Music to Motion
Mapping Relationship

Name Meaning

linear Linear model with optional ridge regression [12]

perceptron Ngrgaard’s perceptron, trained with Levenberg-
Marquart [27]

vicinal K-nearest-neighbor regression with adaptive metric
[23]

Issvm Johan Suykens” least-square SVM toolbox [36]

ares Friedman’s MARS algorithm [10]

mpmr Thomas Strohmann’s mimimax probability machine
regression [35]

rbf Mark Orr’s radial basis function [29]

performance. These are likely to be far apart in terms of
motion distance and so would be determined as a poor fit
by the above method, whereas they are in fact both good
fit for the input music. To address this problem, we
additionally introduce the following processing: suppose
Disto(M;,M;) denotes the original distance between
motion segments M; and M;, and Dist,(M;, M;) denotes
the distance between M, and the left-right symmetric
motion of M;. We then take the minimum of
Dist,(M;,M;) and Dist,(M;,M;) as the eventual value
for DZStm(M“M])

4.5 Capturing Music to Motion Mapping
Relationship

Once we have prepared all the learning examples on the
motion to music mapping relationship for a specific dance
genre, we can use these examples to optimally train a learner
to capture the mapping relationship. The number of correla-
tion coefficients used for characterizing each training sample
is determined by the procedure explained in Section 4.1. We
use seven base learners for the learning task, which are listed
in Table 1. In our experiments, we use the implementations of
these learning models offered by the open-source software
toolbox, ENTOOL [38]. Once these base learners are trained,
we further apply the AdaBoost algorithm [33] to boost the
learning performance through the optimal combination of
these base learners. Since the classical AdaBoost algorithm
only deals with learning examples with binary labels, we
adopt the extended AdaBoost learning scheme proposed by
Zhu et al. [41] to deal with the real valued learning examples
in our case. The learning accuracy is measured using (2) and
evaluated with the ten folded cross validation strategy

|
Accuracy £21- TZ IS(Ai, M,,) — L(A;, M|, (2)
=

where (A;,M,,) is an arbitrary testing example; S(A;, M,,)
is the music to motion matching error score predicted by
our trained learner, which is introduced at the beginning of
Section 4; L(A;,M,,) is the groundtruth music to motion
matching error of the pair (A;, M,,) according to (1). Here T
is the total number of testing examples for a dance genre.
Table 2 gives the key statistics on the learning data used in
our experiment for each dance genre. Table 3 reports the
learning accuracy of each of the seven base learners, along
with the boosted learner for every dance genre. From these
experiment results, we can clearly see that our learning
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TABLE 2
Example Dance Data Used in Our Training Process
Genre Korean | Tibetan | Uighur [ Dai | Chinese | Mongolian
No. of Songs 5 4 4 4 5 5
No. of Pairs 194 172 168 133 247 151
Duration (s) | 163.2 | 146.6 | 146.1 [126.5] 171.8 170.4
Std (Duration) | 0.33 0.34 0.16 | 025 ] 023 0.29
Std (Pairs) 7.6 9.5 I1.8 8.7 9.9 8.1

The second, third, and fourth rows list the number of songs, total number
of motion-music pairs, and their lengths in seconds in these training
data, respectively. We further list the standard deviation of “Duration” in
the fifth row and standard deviation of “No. of Pairs in each song” in the
sixth row.

method with the boosted learning scheme can satisfyingly
capture the numeric relationships between motion and
music as reflected from the training data.

5 Music-DRIVEN DANCE MOTION SYNTHESIS

5.1 Preprocessing

To prepare our pipeline for dance motion synthesis, we
first construct a motion graph containing all the available
candidate motion segments. We applied the motion graph
construction method proposed by Zhao and Safonova [40]
because it can generate a graph with good connectivity and
smooth transitions. We use the metric proposed in [37] for
computing transition cost between a pair of adjacent
motion segments. This metric considers both the weighted
differences between joint angles and joint velocities, which
also carries a weighting parameter balancing the measure-
ment over the two types of joint differences. To acquire
candidate motion segments for constructing the motion
graph, dance motions with synchronized music are
segmented according to music rhythm analysis [9]; dance
motions without accompanying music are segmented
through the motion rhythm analysis [16]. The benefit to
include motion segments without accompanying music is
to have access to a richer collection of motion segments for
constructing a well-connected motion graph. Restricting
our motion graph only to motion segments with synchro-
nized music will greatly reduce the scope of candidate
motion choices during motion synthesis process. In our
constructed motion graph, each motion segment repre-
sented in the graph is also labeled with the genre of the
dance motion. This additional node property in the motion
graph allows either full traversal across the graph or partial
traversal only over those nodes corresponding to a certain
dance genre. We introduce this property because in our
work we assume the music to motion mapping relationship
is genre specific. Hence, genre-based node selection or
filtering is often useful.

5.2 Objective Function for Music-Driven Dance
Motion Synthesis

To generate dance motion for an input music piece, we
consider two objectives, i.e., the quality of matching
between dance motions and the input music and the
motion transition smoothness. Accordingly, the objective
function we constructed for guiding the music-driven dance
motion synthesis consists of two parts, each dedicated to
one of the above two objectives. This objective function

TABLE 3
Learning Accuracy for Capturing the Music to Motion Mapping
Relationship for Six Dance Genres

Genre Korean | Tibetan | Uighur | Dai | Chinese | Mongolian
linear 0.897 | 0.892 | 0.837 [ 0918 | 0.891 0.863
perceptron | 0.902 | 0911 | 0.902 |0911| 0.894 0.849
vicinal 0.892 | 0.905 | 0.789 |0.898 | 0.841 0.857
Issvm 0.899 | 0910 | 0.915 | 0911 | 0.905 0.835
ares 0.781 | 0.878 | 0.874 |0.881 | 0.851 0.798
mpmr 0904 | 0913 | 0.897 |0.920 | 0.903 0.888
rbf 0.901 | 0915 | 0.896 | 0.868 | 0.910 0.892
AdaBoost | 0.935 | 0.930 | 0.929 [0.935| 0.937 0.929

Here, we show the performance of our seven base learners as well as
the combined learning method enhanced by the Adaboost strategy for
capturing the music to motion matching relationship for Korean, Tibetan,
Uighur, Dai, Chinese, and Mongolian dances, respectively. Here the
learning accuracy is measured according to (2).

leads us to conjecture that if we can predetermine those
music segments that could only match with a unique
motion segment, we can then divide the whole input music
piece into multiple parts at the positions of these highly
restricted music segments. Such an operation will allow us
to synthesize dance motions for each part of the input music
independently and in parallel, earning significant speedup
of our algorithm. We will come back to this point shortly.

Formally, given a part of input music piece which contains
nmusicsegments {A;,..., A, }, our goalis to find an optimal
sequence of motion segments {M,,,,...,M,, } where M,, is
the motion segment corresponding to the music segment A,;.
In particular, the starting and ending motion segments, M,,
and M,,, may have been predetermined. Our goal is to
minimize the following objective function:

A n ) n
F(n,un,us) £ R w) +v Y T, u). (3)
=1 =

In the above equation, R(j,u;) is the simplified notation of
S(A;,M,,) introduced at the beginning of Section 4.5,
which measures the matching error between the music
segment A; and the motion segment M, ; T'(u;1,u;) is the
transition cost from the motion segment M, , to the
segment M, , whose value can be obtained by querying
the motion graph. v is a modulation parameter balancing
the two considerations, which can be either empirically
tuned by users or automatically acquired according to the
training data. A typical setting for v as used in all our
experiments is 0.6.

5.3 Minimizing the Objective Function via Parallel
Dynamic Programming

Assuming there are w candidate motion segments in total
for a music-driven dance motion synthesis task. The input
music consists of n music segments. To find an optimal
motion sequence to match the input music using brutal
force exhaustive search will run into a space of w" candidate
solutions. To avoid the exponential search space, we thus
turn to dynamic programming to find the optimal solution.
Further, we also introduce a two-way dynamic program-
ming framework to allow parallel execution of the dynamic
programming procedure. As mentioned earlier, in some
cases, the whole input music piece can be divided into
several parts, where each part can be separately analyzed to
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Fig. 5. The relationship between the ¢ value, the relative error of our
algorithm, and the number of division segments. The data come from
analyzing 30 randomly chosen songs which last 920 seconds in total.
The relative error is calculated as the absolute error of synthesized
result using two-way dynamic programming divided by the absolute
error of synthesized result using traditional dynamic programming. The
absolute error is measured according to (9).

generate its accompanying dance motion. Ideally, if a music
segment can only match a unique motion segment, dividing
the music piece at the music segment will not affect the
solution quality of the dynamic programming procedure at
all. To optimally divide the music piece, we try to find those
music segments which have a high likelihood to correspond
to a unique motion segment. Once the starting and ending
motion segments for a music piece or subpiece are known,
we can apply our two-way dynamic programming proce-
dure to find optimal dance motion sequence for each music
subpiece in parallel.

To minimize the objective function, our algorithm
consists of four stages:

1. we first precompute the matching quality scores for
all the music-motion pairs;

2.  we then divide the input music piece into multiple
parts by identifying those music segments which
likely only correspond to a unique motion segment;

3. after that, we perform a two-way dynamic program-
ming procedure to find the optimal motion sequence
for each part of the input music; and

4. finally, we synthesize a smooth motion sequence for
the whole input music piece based on all the
identified motion segments.

5.3.1 Dividing Music Piece into Multiple Parts

To divide the input music piece into multiple segments, we
attempt to identify those music segments that have a high
likelihood to match with a unique dance motion segment.
We call such music segments the division segments. The
criterion we adopted for identifying such division segments
is that among all the candidate motion segments for a music
segment, there exists a motion segment whose motion-
music matching score is significantly higher than all the
other candidate motion segments. Mathematically, for a
music segment, we denote the absolute difference between
the best music-motion matching score and the second best
music-motion matching score as g. Note that the value range
for a music-motion matching score is between 0 and 1. Fig. 5
shows the relationship between the value of g, the number
of division segments identified under the specific g value,
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TABLE 4
Runtime Breakdown in Different Stages of the
Serial Dynamic Programming Implementation (Short for “SDP”)
and the Parallel Dynamic Programming Implementation
(Short for “PDP”) of Our Algorithm

Method | g-value [ Stage 1|Stage 2|Stage 3|Stage 4| Time |Error
SDP - 273.6 | 0.7 10.8 22 [2873] -
PDP | 0.89 | 28.8 0.7 10.8 22 [425710.00
PDP | 0.883 | 28.8 0.7 7.2 22 [38910.02
PDP | 0.87 | 288 0.7 5.7 22 [37.4710.04
PDP | 0.86 | 28.8 0.7 5.5 22 3721005
PDP | 085 | 28.8 0.7 54 22 [37.1]0.05
PDP | 0.80 | 28.8 0.7 3.6 22 [353]0.10
PDP | 0.75 | 28.8 0.7 3.1 22 [34810.16
PDP | 0.70 | 28.8 0.7 2.7 22 13441021
PDP | 0.65 [ 28.8 0.7 2.6 22 [34310.28

(a) Run time breakdown for different stages of a dance motion synthesis
experiment, where the input music piece lasts for 117 seconds.
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(b) Bar graph of run time comparison for 20 dance motion synthesis
experiments. In all the experiments, the g-value is set to 0.86. We report the
length of input music used in each experiment, along with the overall
computation time by the SDP and PDP versions of our algorithm
implementation respectively.

In this experiment, a total of 537 candidate motion segments are
involved. The “Error” metric is the relative error of dance motion
synthesis, as used in Fig. 5. We analyze the performance of our
algorithm under different g-values.

and the relative error of our dance motion synthesis
algorithm. In all our dance motion synthesis experiments
reported in this paper, we empirically set the g value as 0.86.
Also at this step, we calculate all the matching scores
between every pair of dance motion segment and input music
segment. These precomputed music-motion pair matching
scores are very useful for accelerating the dynamic program-
ming process. Considering the independence between each
motion-music pair, we make use of GPU programming
toolkit CUDA to accelerate the coefficients calculation
process. The calculation of matching quality score for each
motion-music pair is assigned to a GPU thread. In our current
system implementation, we use the GTX 285 Graphics card,
which allows 23,040 active threads simultaneously. This
means we can compute the matching quality scores for up to
23,040 music-motion pairs all at once. In the experiment
reported in Table 4, the total number of candidate motion
segments is 537 and the input music contains 100 segments.
Hence, we need to evaluate matching quality scores for 53,700
music-motion pairs. This can be done using only three runs of
our GPU-based evaluation procedure. It is easy to see such a
GPU-based parallel music-motion matching quality score
evaluation approach brings a major time saving, which is
confirmed by the timing numbers reported in Table 4.

5.3.2 Two-Way Dynamic Programming Procedure

We assume that the first and the last motion segments for
this music piece have been prechosen as M,,, and M,,,,
respectively. We then introduce two auxiliary functions
Hp(i,uj,up) and Hp(i,uj, up): Hp(i,uj,us) is the forward
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objective function, which denotes the minimum cost for the
first to the sth music segments matching with i motion
segments, with the constraint that the first and last motion
segments must be M, and M,,, respectively. Hp(i, u;, up) is
the backward objective function, which denotes the mini-
mum cost of matching the nth (the last music segment) to
the ith music segments with n —4 41 motion segments,
with the constraint that the starting and ending motion
segments must be M, and M,,, respectively. Hp(i,u;, uy)
searches from the first motion segment M, forward to an
intermediate motion segment M, ; Hp(i,u;,u;) searches
from the ending motion segment M, backward to an
intermediate motion segment M,,,.

Let Fiuin (1, ug,, ug, ) be the minimum value of the objective
function F'(n, uy,, ug, ) in (3) when all the n music segments
have been optimally matched with n corresponding motion
segments, with the first and last motion segments fixed to be
uy, and wuy,, respectively. Now we can formulate the
following iterative equations, in the form of a dynamic
programming procedure, to find the value of Fyy, (1, ug,, u, )

Fmiﬂ(nvukwuh) = min{HFO% Uyj, uk()) + HB(T/a Uyj, ukl)

4
|j:1,...,11);77:1,...,11}7 )
R(l,u;) ifj=k )
HF(17uj>uko) = { ! ’ (.] =1,... ,’LU), (5)
400 else
Hp(i+1,uj,u,) = R(i + 1,u;) + min{ (Hp (i, uy, ug, )
+ AT (ug, uj)|t =1,...,w} (6)
i=1,....,n—=1;57=1,...,w),
R( if j=k
HB(n ujvukl) - { " uj " '
+oo else (7)
(G=1...,w),
Hp(i — 1, uj,uy, ) = R4 — 1,u;) + min{(HB(i,ut,ukl)
+’7T(ut7u])‘t: 1,,11}} (8)

(i=n,....,25=1,...,w).

Here, the function R(,) and T(,) have been previously
introduced in Section 5.2. Equations (5) and (6) represent
the forward searching process; and (7), (8) represent the
backward searching process. Equation (5) initializes the
base case for the forward searching process; while (7)
initializes the base case for the backward searching process.
Overall, the forward and backward searching processes in
our two-way dynamic programming procedure meet at the
nth music segment. We test every possible n to find the
optimal value for (4). The time complexity of our two-way
dynamic programming process is O(n x w?). Given that we
have precomputed and stored the music-motion matching
quality scores for all the possible music-motion pairs, the
actual dynamic programming procedure runs very effi-
ciently (see Table 4).

Note that if the ending motion segment, M,,,,, could not
be predetermined, we will use the traditional one-way
dynamic programming process to solve the problem by
ignoring the backward search part, i.e., by ignoring the

function Hp(,,) in (4). This is because our problem
degenerates to the traditional one-way dynamic program-
ming scenario under this circumstance, in which case
Hg(,,) would have no effect on the formula. Then we can
solve the degenerated problem using the answer retrieval
technique of classical dynamic programming procedure.
Currently, our method generates an optimal solution
without the trouble of any user involvement. We do
recognize the importance of giving professional users the
choice of low level control to allow them to achieve some
specific desired artistic effects. Thanks to our two-way
dynamic programming process, our system does support
arbitrary level of user involvement: each time, when a user
wants a particular moment of music to be associated with a
particular dance pose or motion segment, the user can
manually specify this requirement as a constraint. We call
such a moment a user specified music to motion matching
point, short for “user specified point.” An end user can
introduce as many user specified points as needed. Given all
the user input, our algorithm can naturally apply its two-way
dynamic programming process to synthesize motions for
music segments between two adjacent user specified points.

5.3.3 Result Motion Synthesis

Once the optimal sequence {M,,...,M,,} has been
identified, we can synthesize the entire dance motion for
the input music by concatenating all these motion segments
according to their order in the sequence. After that, we
carried out two additional postprocessing operations to
further improve the visual quality of the synthesized dance
motion: first, for every identified motion segment M,
whose length is not exactly the same as the length of its
corresponding music segment A;, we would “scale” the
motion segment to align with the music segment via motion
warping [39]. After that, we apply motion blending [31]
between every pair of adjacent motion segments in the
synthesized result to make the overall dance motion
generation result more smooth looking.

As previously mentioned, our music-driven dance
motion synthesis algorithm consists of four stages, includ-
ing music-motion matching quality score calculation,
division music segments identification, optimal motion
segment finding via two-way dynamic programming, and
dance motion synthesis. The first stage is executed on GPU;
while the rest stages are all executed on CPU. The match
quality calculation stage evaluates the music-motion match-
ing quality scores for all the music-motion pairs. Given the
precomputed dance-motion matching quality scores, we
can quickly identify those division segments from all
the music segments with a high confidence. After that, the
optimal motion segment finding stage performs the two-
way dynamic programming procedure to identify an
optimal sequence of dance motions to match with the input
music. Finally, the dance motion synthesis stage generates a
smooth motion sequence based on all the motion segments
selected in the dynamic programming process. We com-
pared the execution efficiency of our algorithm between its
serial implementation (short for “SDP”) and its parallel
implementation (short for “PDP”), both coded in C++. In
the PDP version, we use GTX 285 Graphics card and Intel
Core i7 Duo 2.66 GHz CPU. The number of GPU threads we
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used in the first stage is the maximum number of parallel
threads supported by our graphics card, which is 23,040.
The number of CPU threads we used in the two-way
dynamic programming stage is the same as the number of
cores inside the CPU, which is four in our setting. We
present more details about our experiments in Table 4, from
which we can see that the parallel version performs
significantly faster than the serial implementation.

6 EXPERIMENTAL RESULTS

6.1 Experiment Setup

We employed an optical 3D motion capture device to record
example dance motions by professional human dancers
along with their accompanying music. The professional
human dance motions used in our experiments are
recorded in the standard BVH format with 60 degrees of
freedoms (DOF), which includes 24 joints where each joint
has 1 to 3 DOFs depending on the visual importance of the
joint in the dance performance. The example dance motions
were captured at the rate of 30 frames per second. The
accompanying music is input in the mono wave format
with the sampling rate of 44.1 KHz. In our current
experiments, we construct a motion graph containing
952 nodes in total, where each node corresponds to a
motion segment. The overall duration of all the motion
segments represented by our motion graph lasts
643 seconds. Example dance motions of six different dance
genres are used during the training process, whose key
statistics are reported in Table 2. It should be noted that not
all the motion segments used in our training phase are
included in the constructed motion graph as we discarded
those motion segments with poor connectivity with the rest
motions. In all these experiments, we used a desktop PC
with an Intel Core i7 Duo 2.66 GHz CPU, 4 GB memory, and
an NVIDIA GTX285 graphics card.

6.2 Comparison with Motion Data Captured from
Professional Dance Performance

To evaluate the overall performance of our method, we
compare the dance motions synthesized using our method
and those by three other peer methods. Two comparison
methods are proposed in [34] (short for “SHI”) and [5]
(short for “KIM”), respectively. To our best knowledge,
KIM and SHI are the most recent dance motion synthesis
work that most closely relate to our study here. We also
implemented another baseline algorithm for comparison
purpose, which is called the smooth motion synthesis
method (short for “SMS”). SMS only considers the smooth-
ness between motion transitions and ignores the music to
motion matching quality during its dance motion synthesis
process. We implement SMS as follows: each time when we
need to identify a motion segment from the candidate
motion collection to match a given music segment, we first
find the top 1 percent of all the candidate motion segments
which achieve the smoothest transition with the proceeding
motion segment. We then randomly pick one of them to
match with the current music segment. The initial postures
of the human body in all the four methods are taken from
the motion captured data of human dance performance,
which always correspond to the posture where the dancer

stands straight and still with his/her arms and legs rest
vertically downward.

6.2.1 Quantitative Comparison with the Captured
Human Dance Performance Data

To objectively evaluate the accuracy of our motion synthesis
results, we introduce the following dance motion synthesis
error metric to measure the difference between the synthe-
sized dance motion and the motion captured data from
professional human dance performance for the same music
piece. For a sequence of input music segments, A =
{Ai1,...,A,}, we denote its corresponding motion segment
sequence in the captured human dance performance as
{Mi,...,M,}. We can then define the following dance
motion synthesis error score W on the matching quality
between a synthesized dance motion sequence {M,,,...,
M,,, } with the input music sequence A through measuring
the average motion distance between the sequence of
synthesized motion segments {M,,,...,M, } with the
sequence of captured motion segments in the human dance
performance {M;,...,M,},ie,

W = DiStm(Mk?v MUL»)/”’ (9)

k=1
where Dist,,(My, M,,) is the distance between the two
motion segments M;, and M,,,, which is introduced toward
the end of Section 4.4.

To construct the testing data set, for each dance genre,
we include five new songs outside the training data set.
With this testing set, we compare the performance of the
KIM method, SHI method, SMS method, and our method in
terms of their dance motion synthesis errors using the
metric (9). The results are reported in Table 5, from which
we can clearly see that our method significantly outper-
forms the “KIM” method, “SHI” method, and also the
baseline algorithm “SMS.” We also illustrates these synth-
esis errors in a relative sense in Table 5b.

We also visually compare the synthesized dance motions
with original human dance motions for the same input
music piece. The results are reported in the Appendix of this
paper, which can be found on the Computer Society Digital
Library at http://doi.ieeecomputersociety.org/10.1109/
TVCG.2011.73. In all our comparison experiments, no part
of the input music is included in our training data set.

6.3 User Studies

To more objectively evaluate our method, we also carried
out several medium-scale user studies by recruiting 42
fourth year undergraduate students from the digital media
department of our university. Half of the participants are
female and half are male. All the participants are senior
grade students in our university’s digital media depart-
ment. Each of them had finished at least one course on
digital music processing and another course on computer
animation. The common education background of these
participants is likely the main factor leading to the nice
agreement among their individual grading results. Thus, to
ensure that the participants of our user studies are indeed
able to tell whether a motion segment and a music pair are
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TABLE 5
Comparison between Synthesis Error Scores for 30 Randomly
Selected Songs (Excluding All the Songs and Music Segments
Used in Our Training Process) Using the KIM Method, SHI
Method, SMS Method, and Our Method, Respectively

Korean Tibetan
# [Length[KIM SHI SMS Our | # [Length[KIM SHI SMS Our
1] 248 [1.09 256 297 0.60] 6| 693 [0.75 1.01 1.08 0.67
2| 135 [0.85 143 1.72 048] 7| 3.35 [0.50 0.77 0.86 0.39
3] 22,1 [291 339 412 1838 ] 862 [0.21 0.37 040 0.17
41 152 [1.20 1.83 2.03 095[9 | 537 [0.67 095 1.04 0.56
5] 233 [21.2 17.0 246 8.04|10] 9.70 [2.03 2.48 3.00 1.29

Uighur Dai
# |Length | KIM SHI SMS Our | # [Length |[KIM SHI SMS Our
11| 154 [4.23 6.05 7.01 297[16] 8.15 |525 3.55 532 1.74
12] 6.83 [0.82 0.59 0.86 0.30[17] 5.03 [0.50 0.49 0.62 0.43
13] 129 [3.32 4.14 5.06 2.00[18] 5.07 [0.41 0.69 0.73 0.37
14| 5.55 [831 132 144 694[19] 7.85 [0.22 0.32 0.36 0.17
15] 23.7 [2.18 1.65 231 092]20] 5.22 [0.51 0.63 0.74 0.35

Chinese Mongolian
# |Length | KIM SHI SMS Our | # [Length |[KIM SHI SMS Our
21 179 [1.85 1.89 235 1.12]26] 31.8 [123 17.5 182 11.5
22| 15.1 [0.71 1.02 1.14 0.56[27] 32.8 [3.67 4.56 4.99 3.12
23| 10.7 [10.6 10.7 13.1 6.68[28] 233 |[1.78 2.24 249 1.45
24| 37.6 [5.84 533 6.99 2.99[29] 29.3 [2.77 3.54 4.37 1.59
25| 842 [0.76 1.20 1.33 0.60[30] 12.7 [0.64 0.73 0.92 0.36

(a) Synthesis error scores for 30 randomly selected songs using the
error metric defined in (9). The first two columns show the song index
number and length in seconds for each song used in our experiment
respectively. We also illustrate these synthesis errors in a relative sense at (b).
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(b) Relative dance motion synthesis errors for 30 randomly selected songs
reported in (a). Here the relative error for a song is calculated as its absolute
synthesis error as reported in (a) divided by the maximum dance motion
synthesis error for this song among the four methods.

synchronized in their contents, we first conducted a
participant capability screening test.

6.3.1 Participant Capability Screening Test

In our survey participant capability screening test, we first
randomly picked six well-matched motion-music pairs from
professional human dancers’ performance data. And then
we intentionally unsynchronized the motion-music pair by
displacing the music part for half a beat, i.e., by advancing or
delaying the music segment for half a beat with respect to the
motion part. Here, we use the method proposed in [9] to
detect a beat. Each original synchronized motion-music pair
and its corresponding displaced unsynchronized pair are
organized as a group. All together, we prepared six groups.
For each group, every participant of our study was asked to
identify between the two motion-music pairs in the group
which one is the synchronized one. Only the participants
who can successfully identify all the authentic motion-music
pairs in the six groups were admitted in our actual user
study. By doing this, we can exclude those candidates
without a good sense to tell whether a music clip and a
motion segment is well matched in terms of their contents

and rhythm. We carefully filter out these unqualified subject
candidates because including them in our user survey would
only incur misleading noisy results. In our actual user study
process, 30 out of the 42 students (17 male and 13 female
students) passed our above test and were invited to
participate in our actual user studies.

6.3.2 Validation of Our Basic Assumption

In our user study, we first validated one of our basic
assumptions introduced in Section 4.3 for preparing the
training examples of our learning-based approach—"given
a pair of well-matched motion and music segments, the
more we vary the motion part, the less well matched it is
between the original music segment and the varied new
motion segment.” To explore the validity of this assump-
tion, we conducted the following survey to compare the
music-motion matching scores manually labeled by our
human subjects and the matching quality scores generated
using our algorithm using the above assumption. More
concretely, for each dance genre out of six dance genres
currently studied in our work, we randomly selected five
training samples generated using the method described in
Section 4.3 based on our above assumption. This produced
30 testing examples in total. For each example, we asked
our participants to rate whether the motion part is well
matched with its corresponding music part using a five-
level Likert scale, (i.e., 4: strongly agree; 3: agree; 2: neither
agree nor disagree; 1: disagree; 0: strongly disagree). A
higher matching score indicates a better matching quality.
For each of our 30 testing examples, we averaged the music
to motion matching quality score manually provided by our
30 participants. Our testing examples covered all five types
of dance genres and are all randomly chosen. We then
compared these averaged scores with the ones generated by
our algorithm through (1). Noticing that (1) gives the music
to motion matching error score L ranging from 0 to 1, we
thus derive its corresponding five-level music to motion
matching quality score by uniformly discretizing the value
of 1 — L into five levels. Both the human reviewers’ manual
scores and our algorithm’s automatic scores are listed in
Fig. 6. By comparing these two kinds of scores, we can
clearly see that under most situations, our algorithm’s
results agree very well with human reviewers’” manual
rating scores. This validates our above basic assumption for
collecting training examples in our method. It also shows
that the music to motion matching quality scores rated by
our trained learners are very close to the opinions of our
human subjects.

6.3.3 Effectiveness of Our Approach

We also conducted a user study to explore whether our
proposed new music-driven dance motion synthesis method
can generate dance motions expressing better characteristics
of an input music piece than other methods. This study
includes testing of two assumptions:

e Assumption 1. Dance motion synthesized by our
method better matches the input music in terms of
their content characteristics and emotions.

e Assumption 2. Dance motion synthesized by our
method along with the background music achieves a
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Fig. 6. Bar graph illustration between manual rating scores and
algorithm generated scores on the motion-music matching quality for
30 randomly selected motion-music pairs.

better overall impression and artistic effect on the
audience.

For each participant, we show him/her six groups of dance
videos. These six video groups, respectively, correspond to
Korean, Tibetan, Uighur, Dai, Chinese, and Mongolian
dance genres. Each group contains four dance videos,
which are dance motions generated by the KIM, SHI, SMS,
and our method, respectively, for the same input music. In
our user survey, we asked each participant to answer two
questions to test the above two assumptions through
providing their answers using the five-level Likert scale.
A higher score denotes a better user evaluation result. The
performance of our subjects are reported in Fig. 7. During
the user evaluation process, the actual method used to
generate each dance motion video is kept confidential from
the participants. We also analyzed the significance of our
results using the analysis of variance method (short for
“ANOVA”), which is also reported in Fig. 7. From these
user survey results we can clearly see that there is no
significant performance gap between the SHI method and
the KIM method. This is probably because the music to
motion relationships were manually specified in both
approaches through best human efforts. According to the
survey results on assumption 1 as reported in Fig. 7, the
group opinions of our subjects clearly indicate that our
method is capable of synthesizing dance motions better
matching the input music in terms of their mutual content
and emotions. Also, according to the survey results on
assumption 2 as reported in Fig. 7, our subject group’s
opinions collectively indicate that the human dance motions
synthesized by our method along with the background
music can achieve a better overall visual effect and artistic
impression than counterpart results produced by the other
three peer methods.

To explore whether the participants in our studies are
simply judging the motion-music synchronization quality
or whether they are just judging the motion synthesis
quality itself, we conducted another survey test in which
participants were asked to score the overall impression of
the dance motions synthesized by different methods but
without hearing the accompanying music. In this new
user survey, we show the dance clips used in the
previous survey to our subjects; but without playing the
background music this time. We conducted this new user
survey ten days after conducting the original user survey
when the accompanying music was played. The result is
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our method respectively. In each box plot, the central line, the
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(b) Box plot of user study results on testing assumption 2.

Fig. 7. User study results for testing two assumptions on our algorithm’s
effectiveness in comparison with three peer methods.

reported in Fig. 8. From these results we can see that
between all the four methods, the overall user rating
scores are fairly close to each other, meaning that the
motion synthesis parts of the four methods in our
implementation are quite comparable in generating
smoothly transiting dance motions. This implies that,
without considering the music to motion synchronization
factor, there is no bias toward our method in terms of the
quality of the synthesized dance motions. When com-
pared with the survey results reported in Fig. 7, it can
now be clearly seen that the advantage of our method in
generating perceptually more impressive dance motions
along with the background music comes principally from
the quality of the synchronization between motion and
music. In other words, the participants were truly judging
the motion-music matching quality when conducting the
user survey for testing assumption 2. We also notice that
when including the background music, the overall
perceived dance performance effect score has been
increased for the SHI, KIM and our method, which
suggests that by including the background music, the
three methods can all produce better overall perceptual
effect. However, for the SMS method, the overall
impression score is reduced when including the back-
ground music due to its naive motion segment selection
approach. In the appendix of this paper, which can be
found on the Computer Society Digital Library at http://
doi.ieeecomputersociety.org/10.1109/TVCG.2011.73 we
also reported the result of an additional user study,
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(a) Box plot of user study results on testing assumption 2. For
each dance genre, we show user rating scores on the quality of
dance motions generated by the SMS, SHI, KIM methods and
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25th and 75th percentiles of the user survey data respectively.
The bottom and top extended lines correspond to the minimum
and maximum user survey data respectively.

Fig. 8. User study results on testing assumption 2 when the background
music is muted.

where some authentic human dance motion identification
tests were conducted, to compare the performance of
different dance motion synthesis methods, in terms of the
resultant motions” matching quality with the input music.
We further analyzed how participants in our user study
based their reporting of emotional and aesthetic factors
by asking each of them to provide a self-report, which are
listed in the appendix of our paper, which can be found
on the Computer Society Digital Library at http://
doi.ieeecomputersociety.org/10.1109/TVCG.2011.73.

7 CONCLUSION AND DISCUSSIONS

In this paper, we introduce a novel method for synthesizing
dance motions which are closely synchronized with the
input music via a learning-based approach. The key of our
music-driven dance motion synthesis method is to model
the music to motion mapping relationship exhibited in the
sample dance motions along with their accompanying
background music. Such sample data are captured from
dance performance by professional choreographers. To
establish the music to motion mapping relationship, we
first identify a compact subset of music to motion
correlation coefficients which can efficiently indicate the
correlation relationship between dance motions and their
accompanying music in the sample dance data. Once the
subset of most reliable music to motion correlation
coefficients is identified, we can train a music to motion
matching quality rating function based on these correlation
coefficients. Such a rating function is developed for an
individual dance genre through learning examples of
synchronized sample music to motion pairs of the genre.
Given the matching quality rating function for a particular
dance genre, we can apply the function to evaluate how
well a candidate motion segment agrees with a music
segment assuming the dancer is performing the corre-
sponding dance genre. Finally, to generate an optimal
sequence of dance motion segments to match with a piece of
input music, we introduce a constraint-based dynamic
programming procedure. This procedure considers both the
motion to music matching quality as estimated by the music

to motion matching quality rating function and the visual
smoothness in the resultant dance motion sequence. We
also introduced a two-way dynamic programming proce-
dure, allowing parallel evaluation of the dynamic program-
ming process, which is not possible with traditional
dynamic programming techniques. This parallel feature
results in significant speedup. We also implemented our
dynamic programming procedure using GPU-based hard-
ware acceleration. The above two parallel efforts enable our
algorithm to be capable of synthesizing dance motions in
real time.

The main advantage of our new dance motion synthesis
method is that it generates dance motion according to the
input music using automatically modeled music to motion
mapping relationship according to the training data.
Compared with prior methods [5] and [34] where the music
to motion relationship is manually specified, our learning-
based approach can more comprehensively and precisely
capture the mapping relationship for each type of dance
genre without heavy manual work, yet with optimized
performance. Such automation in capturing the music to
motion mapping relationship enables our method to be
easily applicable for new dance genres when a decent
amount of training data of human dance performance of the
genre is available. Internal to our learning-based procedure
for capturing music to motion mapping relationship, we
utilize an AdaBoost-based scheme to boost the learning
capabilities of several base learners for optimized perfor-
mance in modeling the music to motion mapping relation-
ship. Experimental results have successfully demonstrated
that our new learning-based dance motion synthesis ap-
proach can generate dance motions for the input music with
significant improvement over previous methods, which can
be witnessed through both objective comparison with the
motion captured data of professional human dancers’
performance and also via several medium scale user studies
we conducted. We also collected a self-reported feedback
survey by practicing animators to explore the effectiveness of
our implemented prototype system for dance motion
generation, which can be found in the appendix of our
paper, which can be found on the Computer Society Digital
Library at http://doi.ieeecomputersociety.org/10.1109/
TVCG.2011.73.

To better understand the novelty and our algorithmic
contribution in this work, we would also like to compare
our method with several closely related approaches
proposed in prior studies. In the work of [21], nine visual
features are extracted from human body silhouettes, which
are then used to retrieve motions from motion database for
animation generation. It is noted these features are all
manually selected, which is different from our automatic
feature selection process in this work. Similarly, in the work
of [20], [1], [34], [43], a set of motion and music features are
first manually selected for constructing a music to motion
mapping relationship model, the process of which is also
manually done. Different from their practice, in our work,
we apply machine learning techniques to automatically
select the most reliable and characteristic motion and music
features and also to automatically establish the most
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accurate music to motion mapping model for each dance
genre individually in an optimized way.

Compared with the work of [4], The mapping relation-
ship between silhouette and human motion as studied in [4]
is very different from the motion and music mapping
relationship studied in our work. Since the 2D silhouette is a
projected view of the 3D human motion, its relationship
with respect to the human motion is much more natural to
establish than the relationship between background music
and human dance motion, because the latter relationship
straddles across two medias. Also, the music content space
has a much higher dimensionality than that of the 2D
silhouette space. This makes our task of establishing a
reliable relationship between music and human motion
computationally a much harder problem, due to the curse
of dimensionality.

We speculate the experimental success of our music-
driven dance motion synthesis algorithm over the five
traditional dancing genres as reported in this paper is mainly
due to the fact that these dance genres exhibit well-recognized
performance rules and convention that dancers generally
follow in their personal practice. Such performance rules and
convention are developed across time. Probably only those
most stable and representative dance performance patterns
that embody unique emotional and aesthetic characteristics
of a traditional dance genre are reserved during the evolution
of the genre through history; other less stylistic performance
elements have been lost in time. Our above assumption can be
intuitively verified by observing that all traditional dance
genres demonstrate certain conventional dance patterns of
their own. For example, Mongolian dance always tends to
exercise violent movements, matching well with typical
Mongolian music that is often loud, sonorous, and in high
tone. In this case, our proposed method works satisfactorily in
identifying motions for dance genres where the dance
movement and background music coherently exhibit strong
stylistic performance convention. Consequently, genres such
as break dance that do not carry the above property are
beyond the synthesis capability of our algorithm. Despite this
limit, it is worth noticing that even for break dance, not any
arbitrary motion segment can be used to compose its dance
performance. Typically, break dancers do not perform soft
and gentle dance motions as frequently exercised in ball
dance and ballet. In this sense, there is already a prescreening
and prior selection process that filters out a large number of
candidate motion segments unsuitable for break dance,
which to some extent ensures the style consistence between
music and motions of break dance. Within the remaining
subset of candidate motion segments, which are largely
restricted in terms of movement and posture, random
matching may suffice to generate satisfying solutions. From
this perspective, our algorithm will only consider typically
exercised break dance motion segments during the music-
driven dance motion synthesis process. Hence, even for break
dance, our algorithm is still partially useful for automatically
generating matching dance motions. We acknowledge the
importance of many additional salient music and motion
features, which are not currently utilized in our system.
However, it would be very expensive and unnecessary to
exhaustively include all the available features to build a
prototype system for demonstrating the effectiveness of our

algorithm. Hence, in this paper, we only use some most
popularly adopted music and motion features in our
prototype system for proof of principle. In the future, we
would also like to explore music theory that relates to human
interpretation of emotional content in music, as well as the
characteristics of western tonal music [44], for building a
more elaborate and theoretically grounded music-motion
mapping relationship model.
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