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Abstract—The ability to maintain awareness within a field of 
research has been a hallmark of scientific expertise for 
centuries. As diverse scientific information becomes available 
through various Internet sources, not merely conference 
proceedings and journals, maintaining scientific awareness 
becomes a significant challenge. One challenge is how to 
discover sources that may be of interest. A second challenge 
lies in finding significant information over many sources. 
Scanning through hundreds of posts, feeds, and articles a day 
is very time consuming and error prone. Our approach uses a 
set of author published papers as seed documents to 
recommend documents of interest across various Internet 
sources. This enables 1) discovery of new sources that may be 
of interest, and 2) refine the information within a source to 
only the most relevant. 
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I.  INTRODUCTION 
Big data demands the need for intelligent, recommender 

agents that can enhance a person’s situational or domain 
awareness of their environment.  The ability to have a keen 
awareness and availability of relevant information provides a 
critical competitive edge.  Unfortunately, there is simply too 
much data streaming too quickly for a person to manually 
process, analyze, and take action within a reasonable amount 
of time.  This challenge is true in research and academia, as 
well as industry and government, and has remained a 
challenge for quite some time [15].  In an attempt to alleviate 
this challenge, many people subscribe to relevant Internet 
information.  There may be forms of subscriptions with the 
most common being Really Simple Syndication (RSS), 
blogs, even Facebook and Twitter. The concept is simple, 
when new information is posted to the site; a subscriber sees 
a list of this new information. The subscriber then has the 
option of following a link to read more. For researchers, the 
areas to monitor are fairly specific, for example, new 
research, publication opportunities (e.g., conferences and 
journals), funding opportunities, the activities of key people 
in your field, and inspiration for new ideas.  

Traditionally, reading key journals and presenting at key 
conferences and workshops could accomplish this. Now, 
much of the data has moved to the Internet. The subscriber 
model is a very useful and successful model for monitoring 
this data, but it does have some significant drawbacks. In 
practice, the feeds of new information become quite lengthy, 

and contain more information than can be practically read.  
Furthermore, there can be a significant number of items that 
have little interest to the subscriber. A particular researcher 
may be strongly interested in another researcher's technical 
postings, but not interested that researcher's vacation or 
political postings. Another challenge is how to select the 
sources to subscribe to. A common model is to subscribe to 
what your community subscribes to, or to subscribe to the 
most followed sources. In doing so, it is very difficult to 
discover a new and interesting source that is not known by 
another researcher, or known in general. Thus, the ability to 
find new and relevant information proves critical.  

We propose a content-based recommender system was 
designed and developed called Distribute The Highest 
Selected Textual Recommendation (DTHSTR) that 
addresses both of these problems, and is initially developed 
as a support tool for researchers.  However, the flexibility of 
input allows the system to be adaptable to industry and 
government use cases as well.  Recommender systems 
enable the filtering of information based on the relevance to 
or interests of the user.  They are often used for e-commerce 
or entertainment, but rarely, if at all, for the research 
community in a widespread manner.  Our approach attempts 
to fill this gap for the research community.  The following 
sections will discuss related works, the approach, and an 
example use case using the approach described. 

II. RELATED WORKS 
There are many successful approaches to recommending 

research articles to a user.  These approaches are typically 
applied solely against a corpus of research articles, not on 
broader information such as call for papers, call for 
proposals, or science news.  Collaborative filtering analyzes 
information from article reviews of other users as the basis 
for recommending new articles.  There are various machine 
learning methods to recommend articles based on the 
citations of other users.  Text analysis methods have been 
used to compare the full or partial content of a set of 
interesting articles to a set of potential interesting articles 
using methods such as Term Frequency Inverse Document 
Frequency (TF-IDF), Latent Semantic Analysis (LSA), and 
Topic Modeling (TM) [1][6][8][12][13][29][30]. 

 
In this work our , corpus is a very large and dynamic 

collection of RSS feed documents, not a research article 



corpus.  Since there are no reviews and limited citations 
(e.g., blog comments or Facebook Like), we have focused on 
comparing the full content of a user’s articles against the full 
content of the RSS feeds. Given the large volume of 
documents, we are focusing on parallel enhancements to TF-
IDF that we believe will perform faster and with less 
memory requirements than LSA or TM.  

In [14], a recommendation system is described based on 
the similarity to user profiles (i.e., collaborative filtering).  
The system consists of several databases that contain 
documents produced over time from a research laboratory, 
and makes use of the TF-IDF [26][27] term weighting 
scheme. This work focuses on providing long-term and 
short-term components of representing a user profile.  The 
long-term representation is created from natural language 
sentences as a vector space model using the TF-IDF term 
weighting.  The short-term component is based on 
documents recently downloaded by the user.  Profiles are 
then compared for similarity to each other.  The primary 
drawback to this approach is the database of documents as 
input, as opposed to a richer, more current on-line data set. 

In [32], a personalized recommendation system for 
scientific and technical papers is described.  The system 
automatically summarizes the technical papers and then 
performs similarity comparisons to a user’s query.  While the 
authors do not clearly describe the details of their approach, 
the system appears to be dependent on keyword queries 
provided by the user.  Furthermore, another weakness of the 
approach is the use of automated summarization prior to the 
similarity comparison, which is very likely to significantly 
impact the similarity comparison. 

In [18], a multi-agent system for recommending 
scientific documents is presented.  Various agents perform 
different tasks in collaboration with each other via a central 
profiling agent in order to provide a recommendation to the 
user.  This system appears to be completely ubiquitous in 
that it simply monitors the users actions as a means of input 
for recommendations.  Recommendations are based on either 
similarity to other users or similarity to documents that the 
user has either saved or bookmarked as well as other criteria. 

In [6], a recommender system is developed called 
Scienstein.  Like previous works, the system is intended 
specifically for searching academic papers, and uses both 
content-based and collaborative-based techniques.  In 
addition, Scienstein performs citation, author, and source 
analysis as part of its recommendation.  Despite the 
advanced analysis capabilities, there are a few drawbacks.  
The system deploys the user interface as a desktop 
application, although a newer version appears to be web-
based.  In addition, the system is oriented toward academic 
papers only and does not appear to be expandable to other 
sources of data. 

In [33], an ontology based recommendation system for 
scholars is described.  Unlike the works previously 
mentioned, this system makes use of search engines such as 
Google or Yahoo to perform domain specific searches.  
Results are then processed to extract information using an 
ontology database, and further refined with a information 
recommender.  Unfortunately, the major drawback to this 

system is the use of a domain specific ontology.  In their 
work, artificial intelligence ontology was used.  In order to 
apply their system to another domain requires changing the 
ontology, which may be significantly challenging, or non-
existent.  In addition, the use of search engines enables the 
exploration of potentially unknown Internet sources.  
However, it does not guarantee that information will be 
monitored consistently from a particular source, and only as 
regularly as the search engine crawls the source of interest. 

In [16], a content-based recommender system using a 
genetic algorithm is proposed.  In this approach, the genetic 
algorithm is bootstrapped with 20-30 documents that 
represent a single category of interest.  The documents are 
represented with a vector space model [24] using TF-IDF 
[26][27] term weighting scheme and cosine similarity metric.  
The genetic algorithm then evolves to build a classifier for 
recommending documents to the user.  According to the 
authors, one of the main drawbacks is the bootstrapping 
process.  Another drawback is that TF-IDF approach caused 
important terms in the user supplied documents to be lower 
weighted as a result of the documents being very similar to 
each other.  As will be described later, the work described 
here avoids this through the use of a different term weighting 
scheme. 

In [10], an ontology based recommendation system is 
developed for browsing web pages and makes use of long-
term and short-term preferences.  The ontology is built by 
analyzing book web pages from Amazon, while long-term 
and short-term preferences are developed by monitoring the 
web pages viewed by the user.  As with the previous 
ontology-based system, the major drawback is the use of an 
ontology, which must be learned or developed depending on 
the domain.  Furthermore, the preferences are based on web 
browsing alone.  While this approach may work well for 
searching books on Amazon, it is not easily or accurately 
adapted to other domains. 

Furthermore, other work [1][5][19][23][34] has focused 
on developing techniques for filtering RSS feeds.  These 
works focus on RSS feeds in general with a tendency toward 
news feeds only.  Our work uses a manual categorization of 
the feeds in order to identify content as being associated with 
a particular aspect of a researcher's workflow (e.g., funding, 
publications, patents).  In addition, they predominantly rely 
on using some form of supervised learning that requires a 
training set.  Of these works, the work of [34] is the most 
similar to this work.  In [34], a vector space model and TF-
IDF term weighting are used while a Rocchio feedback 
algorithm is used to adapt to the user.  Our work uses a 
different term weighting scheme, and currently, does not 
support a feedback algorithm. 

III. APPROACH 

A. Ingest 
The DTHSTR system requires two primary sources of 

input.  The first source of input is a list of RSS feeds to be 
monitored.  Currently, the system monitors more than 9,500 
feeds from 130 sites.  Table I shows a sample of the different 
sites that are monitored. 



TABLE 1.  SAMPLE RSS FEEDS 

Site Category 
Sciencedaily.com News 
Freshpatents.com Inventions 

Freepatentsonline.com Inventions 
Acm.org Publications 
Ieee.org Publications 

Nejm.org Publications 
Grants.gov Call for Proposals 

Wikicfp.com Call for Papers 
 
Documents from each feed are monitored and collected 

on a regular basis.  For this particular use case, the second 
source of input is a set of recent publications for each 
researcher as a means of representing their research interests.  
Other documents could be used for different use cases.  For 
this particular work, each publication supplied by the 
researcher is used individually to provide a reference point 
for Internet content.  This allows the researcher to know 
which individual publication is most similar to the Internet 
content. 

B. Analysis 
In order to process and analyze the input feeds and 

publications, each document is converted into a collection of 
terms and associated weights using the vector space model 
method.  The vector space model (VSM) is a recognized 
approach to document content representation [24] in which 
the text in a document is characterized as a collection 
(vector) of unique terms/phrases and their corresponding 
normalized significance. 

Developing a VSM is a multi-step process.  The first step 
in the VSM process is to create a list of unique terms and 
phrases.  This involves parsing the text and analyzing each 
term/phrase individually for uniqueness using a term 
weighting scheme. The weight associated with each unique 
term/phrase is the degree of significance that the term or 
phrase has, relative to the other terms/phrases. For example, 
if the term “plan” is common across all or most documents, 
it will have a low significance, or weight value.  Conversely, 
if “strategic” is a fairly unique term across the set of 
documents, it will have a higher weight value.  The VSM for 
any document is the combination of the unique term/phrase 
and its associated weight as defined by a term weighting 
scheme. 

In our approach, the term frequency-inverse corpus 
frequency (TF-ICF) developed in [21] is used as the term 
weighting scheme.  Over the last three decades, numerous 
term weighting schemes have been proposed and compared 
[9][11][25][26].  The primary advantage of using TF-ICF is 
the ability to process documents in O(N) time rather than 
O(N2) like many term weighting schemes, while also 
maintaining a high level of accuracy.  For convenience, the 
TF-ICF equation is provided here: 

 
wij = log( fij ) × log( N / nj)   (1) 

 
In this equation, fij represents the frequency of occurrence 

of a term j in document i.  The variable N represents the total 
number of documents in the static corpus of documents, and 

nj represents the number of documents in which term j 
occurs in that static corpus.  For a given frequency fij, the 
weight, wij, increases as the value of n decreases, and vice 
versa.  Terms with a very high weight will have a high 
frequency fij, and a low value of n. 

For the prototype system described here, a corpus of 
258,231 documents from a TREC data collection [28] was 
used for the ICF table.  In the ICF table, we store N, which is 
the total number of documents in the corpus.  Also, for each 
unique term j, after removing the stop words and applying 
Porter’s Stemming Algorithm [20], we store nj, which is the 
number of documents in the corpus where term j occurred 
one or more times.  As a result, the task of generating a 
weighted document vector for a document in a dynamic data 
stream is as simple as one table lookup.  The computational 
complexity of processing N documents is therefore, O(N).   

By using the TF-ICF term weighting scheme, the system 
avoids the problems with TF-IDF as described in [16].  The 
ICF component of a user’s profile documents (i.e., 
publications supplied to the system) is compared to a static 
corpus of news documents rather to each other.  This 
provides a critical benefit: domain specific terms are 
weighted higher not lower as the TF-IDF scheme would do.  
This causes the system to be sensitive to different domains, 
thus enabling its flexibility and use for various domains. 

Once a vector representation is created for each 
document, similarity comparisons can be made.  In our 
approach, a cosine similarity is used to compare two vectors 
A and B, as shown in (2). 

 
Similarity = (A . B) / (||A|| ||B||)   (2) 

 
Similarity values ranges between 0 and 1, inclusive.  A 

value of 1 means that vectors A and B are identical; while a 
value of 0 means that they are not alike at all.  
Recommendations by the DTHSTR system are the 
documents from each feed that have the highest similarity to 
the researcher’s publications.  The number of documents 
from the feeds can be adjusted either with a threshold setting 
for the similarity values, or specifying a fixed number of the 
most similar documents. 

C. Output 
The DTHSTR system provides the recommendation 

results via RSS feeds according to categories such as:  Call 
for Proposals, Call for Papers, Inventions, and News.  It will 
also provide a feed of all the results combined into one feed.  
By providing the results as an RSS feed, this enables the use 
of any RSS reader program or web component (e.g., as a 
web part in Microsoft SharePoint) to be used.  In addition, 
this enables the output RSS feed to be used as ingest to 
another system for further analysis.  Finally, this also 
supports mobile devices. 

IV. USE CASE 
As an example use case, the authors used one of their 

own publications entitled "Discovering Potential Precursors 
of Mammography Abnormalities based on Textual Features, 
Frequencies, and Sequences" [17].  This publication 



discusses research related to temporal analysis of 
mammograms using Haar wavelets.  In [17], the Haar 
wavelet was used for pattern recognition of precursors to 
breast cancer or other anomalies.  This single publication 
was used an input to the DTHSTR system running on a 
single desktop system with two 4-core processors.  Example 
results are shown in Tables II through VI.  Table II shows a 
closely related call for funding proposals from the Air Force 
Medical Support Agency with a total program funding level 
of nearly $50 million USD.  Table III shows a call for papers 
for a workshop on data mining healthcare management 
where the topics include pattern recognition in medical 
images and data, clinical data analysis, and medical 
diagnosis.  Table IV shows a patent that describes "a method 
for characterizing signal-vector data using automatic feature 
selection techniques on wavelet-transformed data to enhance 
the use of pattern recognition techniques for classification 
purposes".  Table V shows a recommendation for a breast 
cancer related article from the New England Journal of 
Medicine.  Table VI shows a recommendation for an 
Association for Computing Machinery news article 
discussing how machine learning can be used to improve 
patient diagnosis.  As can be seen, with little to no extra 
effort in their workflow, the authors are now aware of news, 
patents, funding and publication opportunities that are 
directly related to their work.  The feeds are monitored 
automatically and the results immediately pushed to the 
researchers.  The researchers no longer have to manually go 
to each site and perform keyword searches or check each 
site's feed individually. 

TABLE II.  CALL FOR PROPOSALS RECOMMENDATION EXAMPLE 

Title Air Force Medical Support Agency (AFMSA/SG8) 
Modernization Directorate Research / Development and 

Innovations 
Common 

Terms 
Patients, detection, research, diagnosis, performance, 

medical 

TABLE III.  CALL FOR PAPERS RECOMMENDATION EXAMPLE 1 

Title DMHM 2012:  Third Workshop on Data Mining for 
Healthcare Management 

Common 
terms 

Patients, data, patterns, workshop, detection, 
diagnosis, analysis 

TABLE IV.  PATENT RECOMMENDATION EXAMPLE 

Title Method and system for analyzing signal-vector data 
for pattern recognition from first order sensors 

Common 
terms 

Wavelets, coefficient, pre-cursors, haar, patterns, 
detection, temporal, sampling 

TABLE V.  JOURNAL ARTICLE RECOMMENDATION EXAMPLE 

Title Breast-cancer Adjuvant Therapy with Zoledronic 
Acid 

Common 
terms 

Patients, breast cancer, lymph, abnormality, 
diagnosis, analysis 

TABLE VI.  NEWS ARTICLE RECOMMENDATION EXAMPLE 

Title Better Medicine Through Machine Learning 
Common 

terms 
Patients, radiologist, abnormality, diagnostic, patterns, 

radiology 

V. FUTURE WORK 
Even with the success of the initial prototype system, 

there are still areas for improvement.  One area is to provide 
a means for researchers to give feedback to the system on the 
recommendations.  One approach to implementing this is 
with a semi-supervised approach [3] that relies on the graph 
Laplacian from spectral graph theory [4].  In this case, a 
graph is constructed that joins together documents that are 
similar to each other.  The graph can be constructed using a 
nearest neighbor or similar approach based on proximity in 
the original feature space.  This form of learning would 
require significantly fewer examples to learn, thus reducing 
the level of effort by the users to train the system. 

Another area for future work involves the automation of 
finding RSS feeds or other sources of information.  The 
authors manually collected and identified over 130 Internet 
sources (i.e., sites).  Once a site was identified, there was 
some automation to extract the RSS links in order to 
eventually collect over 9,500 RSS feeds.  Unfortunately, this 
process was tedious and time consuming.  A better approach 
would be to leverage commercial search engines such as 
RSS Search Hub [22] to automatically search and collect 
RSS feeds that are producing information that may be of 
interest. 

VI. SUMMARY 
The Internet contains an enormous amount of data that 

streams faster than can be humanly processed and analyzed.  
In order for researchers to leverage this data, a recommender 
system was designed and developed called Distribute The 
Highest Selected Textual Recommendation (DTHSTR).  
This system helps fill a critical gap that exists in current 
technology that can enhance a researcher's awareness in their 
respective field.  The system uses a researcher's recent 
publications to identify relevant information across more 
than 9,500 RSS feeds from 130 sources.  Documents in the 
system are represented with a vector space model using the 
term frequency / inverse corpus frequency (TF-ICF) term 
weighting scheme.  A cosine similarity is used to compare a 
researcher's publications with those document retrieved from 
the RSS feeds.  Most similar documents are presented to the 
researcher via an RSS feed.  The system is currently 
deployed and used at Oak Ridge National Laboratory and 
has been shown to be flexible to various domains as well as 
enable researchers to quickly maintain awareness of relevant 
information to their work. 
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